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ABSTRACT
This study investigates how to apply artificial intelligence for 
social innovations using two socio-political factors critical for 
a Behavioral Theory of the Firm (BTF) – uncertainty and conflict. 
The analysis leads to four approaches for applying artificial 
intelligence for social innovations such as the agent-based 
modeling, social entrepreneurship, stakeholder capital, and 
social contract approaches. The valuation of artificial intelli
gence in the projects is endogenously created while the social 
innovators evaluate their environments, goals, and technolo
gies. The study offers step-by-step guidance to assess the per
formance of and to create implementation strategies for social 
innovation projects combined with artificial intelligence.
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Introduction

This study addresses how social changes affect organizations, which has been 
a critical subject not only for philosophers but also for business scholars for 
many decades (Miles 1987; Oliver 1991). Among various social changes, we 
focus on social innovations that are related to organizational survival. More 
importantly, we propose how to address social innovations effectively and 
efficiently with advanced technologies and illustrate various ways to apply 
different artificial intelligence techniques at a project level.

Generally defined, social innovations are new social practices that aim to 
meet social needs in a better way than the existing solutions, resulting from, 
for example, working conditions, education, community development or 
health. Over the last decade, social innovations have become critical for 
organizational survival and an important subject in the literature (Berrone 
et al. 2010; Crilly, Zollo, and Hansen 2012; Delmas and Toffel 2008; 
Okhmatovskiy and David 2012; Porter and Kramer 2011; Waldron, Navis, 
and Fisher 2013).

In fact, the existing literature uses various perspectives to address social 
innovations, including the cognitive perspective (Hahn et al. 2014; Lange and 
Washburn 2012), institutional perspective (Campbell 2007), social perspective 
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(Aguilera et al. 2007), and individual organizational perspective (McWilliams 
and Siegel 2001). However, it seldom mentions what drives heterogeneity in 
the activities of social innovations or propose a general theory to explain the 
mechanism behind the heterogeneity. In practice, while social innovators seek 
the digital transformation of their projects using advanced technologies such 
as artificial intelligence, they do not have a theoretical foundation that would 
help them understand the diverse aspects of it (Mulgan et al., 2007; Morrar, 
Arman, and Mousa 2017). Moreover, the embedded uncertainty around, for 
example, data ownership and AI ethics, heightens stakeholder conflict around 
the use of such technologies within organizations. Therefore, this study 
intends to provide some clarification to why artificial intelligence is relevant 
and important for organizational success in addressing social innovations by 
generating a general framework that can be used by scholars and practitioners.

The foundational theory for this study is a Behavioral Theory of the Firm 
(BTF) (Cyert and March 1963). In particular, this study uses two key variables 
in the BTF, uncertainty, and conflict. Social innovation projects have internal 
and external stakeholders. Under uncertainty, the outcomes of the dynamic 
interactions among the stakeholders determine how social innovation projects 
can be combined with advanced technologies and how well the combination 
works, which are consistent with the perspective of Cyert and March (1963).

In applying artificial intelligence for social innovation projects, entrepre
neurship becomes most important when uncertainty is high (Knight 1921), 
and the creation of shared value becomes most important when stakeholder 
conflict is high (Porter and Kramer 2011). Drawn from these, therefore, we 
derive four approaches to deploy artificial intelligence for social innovation 
projects using the different levels of uncertainty and stakeholder conflict as 
follows: an agent-based modeling (ABM) approach, a social entrepreneurship 
approach, a stakeholder capital approach, and a social contract approach. We 
posit that these four approaches and their relationships form a general theory 
for using digital transformation techniques (i.e. artificial intelligence) for social 
innovations. Furthermore, the propositions outline the methods of applying 
artificial intelligence for evaluating the performance of and forming imple
mentation strategies for social innovation projects. Ultimately, the study 
intends to create a general theory to help social innovators understand the 
diverse aspects of using artificial intelligence techniques in social innovation 
projects and use the theory for the valuation of and creating implementation 
strategies for social innovation projects that use artificial intelligence.

The contributions this study makes are three-fold. First, it provides 
a framework (i.e. the classification framework) for researchers and practi
tioners to identify the state of social innovation that uses artificial intelligence 
from the four categories determined by the levels of Knightian uncertainty and 
stakeholder conflict. Each of the four states is accompanied by the most 
suitable approach to take for social innovators such as an Agent-Based 
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Modeling (ABM) approach, a social entrepreneurship approach, a stakeholder 
capital approach, and a social contract approach. Second, it provides practical 
guidance for assessing the performance of social innovation projects that use 
artificial intelligence technologies. Third, based on the classification frame
work, this study provides a step-by-step guideline for incorporating AI tech
nologies in social innovation projects, which includes a macro-level strategy 
and an implementation strategy.

Finally, this study extends prior studies in the value sensitive design (VSD) 
literature. For example, Friedman and Kahn (1992), Friedman and Hendry 
(2019), and Umbrello and van de Poel (2021) explore the VSD approach, an 
established method to integrate values into technical design. Friedman and 
Hendry (2019) discuss how to apply people’s moral and technological imagi
nation to the design of technology. For academicians and practitioners, they 
explore theories, methods, and applications to create responsible innovations. 
Furthermore, Umbrello and van de Poel (2021) explore how VSD is applied to 
AI. They argue that AI systems pose new challenges to design and innovation 
and require that the existing VSD approach be modified to overcome such 
challenges. While such studies broadly address technological innovations in 
relation to human values or treat AI as a sociotechnical system (i.e., incorpor
ating stakeholder dialogue and values into AI social innovations), our study 
extends them by addressing how to design AI technologies in combination 
with social innovation projects specifically in order to address various situa
tions defined by different levels of uncertainty and stakeholder conflict that are 
not solely created by AI systems but are existent ex-ante.

Methodology

The study treats each social innovation project as a unit of analysis, conducting 
a project-level analysis. The main reason is related that the purpose of this 
study is to create a general theory that helps explain the heterogeneity in digital 
transformation (e.g. applying artificial intelligence for social innovations), 
which is expected to provide a ground for creating an evaluating method 
and implementation strategies for social innovation projects. Among the 
technologies used for digital transformation, this study focuses on artificial 
intelligence in particular.

The main independent variables are Knightian uncertainty (Keynes 1921; 
Knight 1921) and stakeholder conflict. As explained by Keynes (1937), 
Knightian uncertainty arises when a decision-maker cannot quantitatively 
assess the risks that arise in his/her decision-making process. In our study, 
Knightian uncertainty arises when a certain aspect of social innovation is too 
ambiguous or complicated to make it difficult to predict the outcomes of the 
projects or even to calculate the probability distribution for the outcomes. 
Keynes (1937) offers “a European war, the price of copper, the rate of interest 
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twenty years or the obsolescence of a new invention, or the position of private 
wealth owners in the social system” as the examples that illustrate qualitative 
uncertainty. These examples have one thing in common: the odds of the 
occurrence are not quantitatively measurable. On the contrary, risk is measur
able uncertainty whose probability distribution can be calculated quantita
tively. In this paper, uncertainty refers to Knightian uncertainty and risk refers 
to quantifiable uncertainty. Today’s increased hyperconnectivity among the 
members of society also increases the complexity and ambiguity embedded in 
social innovations, which indicates that many critical issues of social innova
tions are in fact qualitative and unpredictable.

In addition to uncertainty being the critical element in the BTF, there are 
other reasons that we focus on uncertainty. First, despite its importance, 
uncertainty has been overlooked in the discussion of stakeholder manage
ment. Second, prior studies use uncertainty as a central concept for analyzing 
organizational decision-making processes and the consequences from them 
(Thompson 1967). Third, uncertainty is deeply related to another important 
variable relevant to social innovations (e.g. stakeholder conflict). For example, 
increasing uncertainty may lead to increasing stakeholder conflict, but 
decreasing uncertainty may also lead to increasing stakeholder conflict as the 
state of low uncertainty reveals conflict more clearly. On the other hand, the 
state of low stakeholder conflict may induce some stability in society, but only 
to make it more prone to experiencing unexpected changes, hence high 
uncertainty.

Stakeholder conflict is another main independent variable in this study. It is 
a critical element for the BTF that stresses the relationships among organiza
tional members and is often discussed in the literature for organizational 
politics and conflict management. It occurs when the goals of organizational 
members diverge (Burton, Obel, and HWaakonsson 2015; Coff 1999; Weick 
1979). Stakeholder conflict is particularly important for social innovations 
because most of the value-laden goals for social innovations make them 
subject to diverging interpretations by the stakeholders, making stakeholder 
conflict an important variable for social innovations. Indeed, there are other 
variables that affect the relationship between social innovations and artificial 
intelligence such as the scale of the project, the number of stakeholders, the 
kinds of artificial intelligence techniques, or the types of underlying data for 
analysis; however, we believe that using uncertainty and stakeholder conflict 
can help provide a simple but rational framework (Kang et al. 2018).

We construct four approaches using different levels of the variables. Table 1 
summarizes a general theory of social innovation, digital transformation, and 
their relationship. Using this table, one can understand the heterogeneous 
nature of social innovations combined with artificial intelligence and evaluate 
the performance of and create implementation strategies for social innovations.
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The combination of artificial intelligence and social innovations

Low uncertainty and low conflict: An agent-based modeling approach

The primary reason for applying artificial intelligence for social innovation 
projects would be to have a more scientific way of understanding the states of 
the projects and decision-making while reducing costs. One should under
stand the state of the relevant issues, seek available options to achieve the goal 
based on the understanding, and predict possible outcomes from each option. 
The most efficient way to do these is to model the circumstances and variables 
related to the project. Once a model is constructed, it can collect data and 
update itself automatically in real-time, allowing the users to understand the 
state of their projects at a glance. The users can also incorporate various 
options related to the project in the model and observe the outcomes (e.g. 
scenario planning) before making decisions. Simply put, the model allows the 
users to run simulations that help them decide how to proceed with social 
innovations.

The process described above is called agent-based modeling (ABM). ABM is 
a quantitative modeling technique that simulates different situations by mod
eling or assuming independent variables and their interactions to understand 
the impact from them (Railsback and Grimm 2019). Using this approach, 
Peng, Finin, Labrou, Cost, Chu, Long, J., . . . & Boughannam (1999) state that 
“a set of agents with specialized expertise can be quickly assembled to help 
with the gathering of relevant information and knowledge, to cooperate with 
each other and with other parts of the production management system and 
humans to arrive at timely decisions in dealing with various enterprise scenar
ios. As such, ABM is deeply related to artificial intelligence theoretically and 
practically (Jennings 2000; Klügl and Bazzan 2012).

In a state of low uncertainty and stakeholder conflict, the advantages of 
quantitative modeling become more distinct while the disadvantages become 
less distinct, making an ABM approach most suitable for applying artificial 
intelligence for social innovations. If uncertainty is high but the risk is low, one 
can easily identify or statistically describe the state of the project; however, if 
uncertainty is high, artificial intelligence is difficult to use because it requires 

Table 1. States of social innovations and digital-transformation strategies.
Low Knightian Uncertainty High Knightian Uncertainty

Low  
Stakeholder 
Conflict

An agent-based modeling (ABM) approach: 
to strategically implement ABM for social 
innovations 
Example #1: Digital twins for upgrading 
projects

A social entrepreneurship approach: to find 
mutually beneficial innovations and business 
opportunities to address issues arising from 
uncertainty 
Example #2: AI for the environment

High 
Stakeholder 
Conflict

A stakeholder capital approach: to 
accumulate social capital (e.g. 
stakeholder) through concessions 
Example #3: Data ownership

A social contract approach: to exercise nonmarket 
leadership in designing social contracts 
Example #4: Humans vs. machines
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quantitative data as input data. Alternative data (e.g. text, image, voice) that 
involve qualitative information is hard to obtain, is expensive even when 
obtainable, and requires heavy computing power to process. On the contrary, 
risk is quantifiable, making it easier to interpret, collect relevant data and 
analyze the data regardless of its degree.

On the other hand, a state of low stakeholder conflict lowers the need to 
model strategic behaviors of the stakeholders while a state of high stakeholder 
conflict makes it difficult to model at all. For example, representative artificial 
intelligence techniques such as deep learning are optimization algorithms. 
However, a state of high stakeholder conflict implies goal incongruence, 
which obscures the subject for optimization. Furthermore, although it 
increases the need to model the situation, the state of high stakeholder conflict 
decreases the ease of gaining data that requires the consent of release from the 
stakeholders.

To summarize, in a state of low uncertainty and stakeholder conflict, it is 
appropriate to use an ABM approach to apply artificial intelligence for social 
innovations.

Proposition 1 (ABM: agent-based modeling). The lower the Knightian uncertainty and 
stakeholder conflict are, the more effective the agent-based modeling (ABM) approach 
becomes in applying artificial intelligence to accomplish social innovations.

Example #1: Digital twins for upgrading projects
Updating an existing project by using artificial intelligence techniques involves 
low uncertainty and stakeholder conflict. An existing project has low uncer
tainty from having accumulated a certain amount of data and key features 
revealed and the relationship among the stakeholders is likely more stable in 
the middle of the project than in the beginning. Therefore, in this section, we 
focus on the case of upgrading an existing project using artificial intelligence 
and explain why an ABM approach is most suitable for using advanced 
technologies such as artificial intelligence for social innovations in the state 
of low uncertainty and stakeholder conflict. In particular, we propose that 
social innovators use a special form of ABM, digital twins, to expand their 
projects. It is because digital twins enable social innovators to go beyond 
exploiting the benefits of technologies and to focus on the strategies and 
project models, enhancing their ability to utilize artificial intelligence.

Organizations that actively use digital twins are called circulating businesses. 
Circulating businesses establish business processes based on real-time data and 
many organizations are embracing it today. From the perspective of scholars, 
digital twins are considered one type of ABM, so digital twins can be considered 
real-time ABM. As explained earlier, ABM models the actions and interactions 
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of the individuals or organizations to analyze their influence on the whole 
system under diverse scenarios. If one uses ABM to replicate the organization 
and its stakeholder interactions virtually, it becomes digital twins.

In practice, many companies pay attention to digital twins and implement 
them for simulation modeling. Companies collect data, research, and run 
various tests before making decisions. This is called an evidence-based policy. 
However, an evidence-based policy is costly and time-consuming to act on. If 
the companies can simulate relevant situations including internal and external 
variables to the organization (e.g. the project, partners, customers), they can 
conduct less costly and faster analysis. Digital twins also help create strategies 
more scientifically, thereby allowing the digital transformation of projects 
driven from the strategies rather than technologies.

Another advantage of using digital twins is that constant updating is 
possible. For example, real-time data accumulation using the Internet of 
Things (IoT) makes big data, which gives more accuracy and clarity to the 
model. As simulation and updating continue, digital twins become the tool for 
organizational learning and would continue to develop. In the process, the 
feedback from the stakeholders plays an important role as it is constantly 
reflected in the digital twins. In other words, the process of gathering, mana
ging, and reflecting the responses of the stakeholders is accumulated in the 
code and data of the digital twins, and this accumulating process enables the 
constant development of the digital twins. Perhaps this opens the possibility 
that digital twins can provide relevant data and prediction of the states and 
organizations automatically, i.e. a technical advisor. In the future, not just the 
stakeholders but the entire ecosystem may be replicated by digital twins, 
expanding the coverage of ABM. Any organizations that do not implement 
digital twins will inevitably fall behind the organizations that do implement 
them in their digital competency for the fourth industrial revolution. (see 
Online Appendix for the examples of financial and auto industries)

High uncertainty and low conflict: A social entrepreneurship approach

A state of low stakeholder conflict indicates that there is a possibility of 
creating shared value. Then, social innovators can leverage this to the benefit 
of their projects (Crane et al. 2014; Porter and Kramer 2011). In addition, 
a state of high uncertainty increases the possibility of creating or discovering 
opportunities by using artificial intelligence because the absence of uncertainty 
means the absence of opportunities. One can understand this in the context of 
“high risk and high return.” Therefore, social innovators should try to seize 
new opportunities to apply artificial intelligence for social innovations. In sum, 
a state of low stakeholder conflict and high uncertainty makes a social entre
preneurship approach that achieves social innovations through the creation of 
shared value creation most appropriate to utilize artificial intelligence for 
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social innovations. This is consistent with the definition of a social entrepre
neur. Compared to ordinary people, social entrepreneurs accept qualitative 
uncertainty to find new opportunities in the process (Knight 1921). Therefore, 
the proposition follows:

Proposition 2 (social entrepreneurship). The higher the Knightian uncertainty and the 
lower stakeholder conflict are, the more effective the social entrepreneurship approach 
becomes in applying artificial intelligence to accomplish social innovations.

In practice, uncertainty creates opportunities for social innovators through 
artificial intelligence. The modern era is called a hyperconnected society, 
which means that there are more channels through which people, companies, 
and goods can access each other, and the amount of information that can be 
obtained through access increases. Increasing connectivity implies increasing 
complexity in networking, hence increasing uncertainty. Increasing connec
tivity and complexity also lead to the difficulty of hiding information, increas
ing occurrence of external shocks to the network, and difficulty of predicting 
the effect of such shocks on the network. Even some minor shocks to the 
network can create a butterfly effect to damage the entire network. All of these 
heighten uncertainty.

For example, unethical behaviors of corporate managers who abuse their 
authority over their employees or affiliated parties that provide products and 
services for them can seriously jeopardize the reputation capital of the com
panies. Some call it an Instagram risk, which shows the influence of networks. 
On the other hand, companies can utilize the influence of networks to create 
value as well. The case of BTS, a Korean singer group that has become popular 
worldwide, makes a good example of the successful utilization of the influence 
of networks. Taking advantage of the hyper-connected society, BTS builds 
strong ties with its global fans who actively contribute to the success of BTS. In 
addition, innovative companies like Dollar Share Club or Warby Parker are 
known to use a direct-to-customer (D2C) approach to take advantage of the 
hyper-connected society (Ingrassia 2020). According to the research by 
Edelman, the two-thirds of the survey respondents say that they care about 
social scandals or issues of the companies that they purchase their products 
and services from (Edelman 2018). The above examples such as BTS or the 
enterprises that successfully used an SNS-related strategy or a D2C sales 
approach for their success and the survey results that indicate the shift in the 
consumer demand indicate the importance for organizations to pay attention 
to social issues to survive in a hyper-connected society.

This is an opportunity for social innovators. The ripple effect of social issues 
heightens uncertainty, thereby creating opportunities for social innovators to 
undertake social innovation projects. Furthermore, the demand by companies 
for the alliance with social innovators with the social entrepreneurship mind- 
set may increase in order for the companies to address diverse social issues that 
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are outside the organizational capacity. Social innovators can find good 
opportunities under such circumstances. At the same time, a hyper- 
connected society generates a large amount of data that are complicated, 
thereby increasing the demand for the application of artificial intelligence. In 
sum, in a state of high uncertainty and low stakeholder conflict, social inno
vators had better take a social entrepreneurship approach in using artificial 
intelligence for social innovations to new opportunities.

Example #2: AI for the environment
Concerns over environmental disruptions are widespread and require little 
persuasion for people to realize their gravity. Therefore, stakeholder conflict 
is low when it comes to environmental issues. However, environmental 
issues entail complexity and high uncertainty. For example, it is impossible 
to accurately predict when or how any environmental disruption may arise. 
People make scenarios based on their scientific research, but the research 
only provides a hint of what might happen, which cannot provide people 
with sufficient time or resources to prepare for the disruptions. Paris 
Agreement set a goal to restrict the global temperature from increasing 
within 1.5 Celsius degrees from the current temperature, but it is not certain 
whether the current state has already breached the tipping point. 
Furthermore, the cause and impact of environmental issues are hard to 
measure ex-ante, making a precise prediction of the occurrence of such 
issues difficult. Most of the uncertainty around measuring and preparing 
for environmental disruptions is related to the limitation of human intelli
gence and objectivity and structural complexity. In summary, environmental 
disruptions entail high uncertainty albeit low stakeholder conflict1 for there 
is a strong consensus for the importance and gravity of the issues among the 
stakeholders.

Various studies mention the merits of advanced technologies to resolve 
environmental issues. For example, Rolnick et al. (2019) investigate how 
machine learning reduces greenhouse gas and helps people to handle climate 
change better. They propose a number of different methods for utilizing 
artificial intelligence in the illustration of thirteen cases such as electrical 
systems, transportation, buildings/cities, industry, farms/forest. carbon diox
ide removal, climate prediction, societal impact, solar geoengineering, indivi
dual action, collective decisions, education, and finance. They emphasize that 
climate change is described by its “complexity, scale, and fundamental uncer
tainty” and explain how machine learning is the suitable technology to alle
viate them. They also argue that their propositions can help generate 
innovative ideas for valuable ventures and social entrepreneurs. In other 
studies, a weather forecasting model using computational intelligence tools 
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(Yahya and Seker 2019), or the development of an ESRI ArcGIS tool that 
implements an artificial neural network (ANN) is also suggested to address 
climate change.

Social innovators should also induce the utilization of existing technologies 
to solve environmental issues. In addition, they must seek creative ideas to 
combine social innovations with artificial intelligence to solve such environ
mental issues as climate change that entails high uncertainty. Therefore, the 
entrepreneurship mind-set is important for social innovators.

In summary, environmental disruptions such as climate change exemplify 
why a social entrepreneurship approach is effective in applying artificial 
intelligence for social innovations in a state of high uncertainty and low 
stakeholder conflict. Innovators need to seek ways to solve environmental 
problems by utilizing artificial intelligence with a social entrepreneurship 
approach.

Low uncertainty and high conflict: A stakeholder capital approach

In a state of low uncertainty and high stakeholder conflict, stakeholder capital 
becomes crucial for social innovations or for using artificial intelligence for 
social innovations. Social innovators should accumulate substantial social 
capital, especially stakeholder capital (Dorobantu, Henisz, and Nartey 2017; 
Dorobantu, Nartey, and Henisz 2013; Henisz, Dorobantu, and Nartey 2014) 
based on virtues. Then, an effective approach to combine social innovations 
with artificial intelligence would be to use accumulated stakeholder capital. In 
this section, stakeholder capital can be seen as social capital formed among the 
stakeholders.

A state of low uncertainty reveals stakeholder conflict more clearly. 
Forexample, there is a mobile application called LawTalk in Korea that con
nects users whoseek legal advice to lawyers who provide legal advice. Usually, 
it iscomplicated and expensive for ordinary people to find attorneys to help 
themsolve legal issues. However, the LawTalk application lowers the barrier to 
entryfor both the users and entry-level lawyers. For this reason, stakeholder
conflict is high especially among the existing lawyers. Meanwhile, uncertain
tyis low because only simple technology (i.e., to provide a platform 
thatconnects the users to the lawyers) is used.            

Social innovation projects also often face this kind of situation. Similar to 
the case of LawTalk, in a state of low uncertainty and high stakeholder conflict, 
social innovators have no choice but to respond to the demand from the 
stakeholders. However, social innovators must find opportunities to accumu
late stakeholder capital in the process of concession rather than providing 
ungrounded concessions to the stakeholders unconditionally. In addition, 
stakeholder capital should be accumulated strategically based on virtues, 
which should involve the strategic selection of virtues and development of 
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characteristics or reputation of social innovators based on the chosen virtues. 
Through this, social innovators can be regarded as virtuous beings, which will 
later help them gain support from the stakeholders for their strategy to apply 
artificial intelligence for social innovation projects. Of course, for this purpose, 
social innovators must practice the chosen virtues by themselves through 
training and formation of habits.

The virtues here can be best understood as virtue ethics developed by 
Aristotle or, more recently, Vallor (2016) who discusses them in relation to 
technological developments. While Reijers and Gordijn (2019) distinguish 
virtues from values, or VSD from virtuous practice design (VPD), which 
departs from virtuous ethics rather than heuristic values, Umbrello (2020) 
argues that VPD extends VSD and is not an alternative to VSD. In accordance 
with Umbrello (2020), this study does not distinguish virtues from values.

Meanwhile, a state of low uncertainty is helpful for accumulating stake
holder capital by selecting and practicing the chosen virtues because social 
innovators can identify the main issues and sources of stakeholder conflict, 
which helps them to create an issue list (Kang et al. 2018). In addition, social 
innovators and stakeholders can accumulate stakeholder capital and utilize 
complex artificial intelligence technologies in solving the issues together. This 
can heighten the potential of artificial intelligence by allowing social innova
tors to focus on their strategies or issues per se rather than technology itself 
(Kane et al. 2015). Communication and negotiation processes that take place 
in the midst of solving the issues also provide an opportunity for social 
innovators to accumulate social capital and become virtuous beings. It is 
because, in the process of communication and negotiation, social innovators 
can be perceived as pursuing the common interests of the community, not of 
their own, which gives an appearance of a protector of the community against 
irresponsibility and corruption. In fact, this line of argument is similar to the 
VSD approach discussed by Friedman and Hendry (2019) or by Umbrello and 
van de Poel (2021) who argue that, by addressing AI as a sociotechnical system 
(something inextricably linked to the context and stakeholders that the system 
is embedded in), one can incorporate stakeholder dialogue and values into AI 
social innovations to overcome new challenges to design and innovation 
created by AI systems.

Accumulated stakeholder capital from the interactions with the stakeholders 
becomes quite useful for social innovation projects that apply artificial intelligence. 
This is because accumulated stakeholder capital and virtues become the core 
competence or strategic resource for organizations as indicated by prior studies 
(Blyler and Coff 2003; Coff 1999). Also, virtues that form stakeholder capital play 
an important role in risk management (Godfrey 2005; Godfrey, Merrill, and 
Hansen 2009; Kim, Lee, and Kang 2021; Koh, Qian, and Wang 2014; Minor 
and Morgan 2011; Shiu and Yang 2017). This is because even if social innovators 
fail to achieve their original goals and cause losses to the stakeholders, the 
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stakeholders will more likely tolerate such failure by considering the positive (i.e., 
virtuous) characteristics of the social innovators. Therefore, from both a practical 
and ethical standpoint, it is recommended that social innovators focus on virtues 
rather than deontology or consequentialism, of which action will influence the 
accumulation of stakeholder capital. Then the below proposition follows:

Proposition 3 (stakeholder capital). The higher stakeholder conflict and the lower the 
Knightian uncertainty are, the more effective the stakeholder-capital approach becomes 
in applying artificial intelligence to accomplish social innovations.

Social capital, including stakeholder capital, and virtue ethics are theoretically 
closely related. It also has an inseparable relationship depending on the perspec
tive, which is particularly evident in Aristotle’s argument. Aristotle saw political 
friendship or civic friendship as a fundamental requirement of a healthy society. 
Political alliance here is in fact social capital, expressed in Aristotle’s 
Nicomachean Ethics (Ameriks & Clarke, 2000). Virtue ethicists, influenced by 
Aristotle, argued that communities and institutions should play a role as the 
infrastructure of virtue, consistent with the claims of social capital literature.

Then, if stakeholder capital consists of a strategically selected portfolio of 
virtues, the question remains as to how to build it from the perspective of social 
entrepreneurs. An easy way would be to use the list of common virtues to be 
pursued and vices to avoid as described in Aristotle’s Nicomachean Ethics.2 

Then, the necessary items from the list should be adjusted and selected accord
ing to the characteristics of the stakeholders. Aristotle argues that virtues reflect 
the peculiarities of society, implying the relation between stakeholder capital 
and virtue ethics. MacIntyre (1981) also argues that virtue should be based on 
the community of stakeholders, which implies that virtue and social capital are 
closely related to one another. He states, “a virtue is an acquired human quality 
the possession and exercise of which tends to enable us to achieve those goods 
which are internal to practices and the lack of which effectively prevents us 
from achieving any such goods (p.191).” Such a statement suggests that virtues 
and vices can vary depending on a perspective or the community on which they 
are based, the criticized weakness of virtue ethics. However, it is rather an 
advantage for social innovators who want to use artificial intelligence by 
accumulating stakeholder capital.

Example #3: Data ownership
Deep learning has driven the rapid development of artificial intelligence, and 
the tremendous amount of data of high quality has enabled deep learning. 
Then, the problem remains with the ownership of input data. Currently, most 
of input data are owned by large conglomerates, which nerves the affected 
stakeholders such as the government. Considering the importance of data for 
artificial intelligence, the debate over data ownership is so critical that it 
ultimately determines the competitiveness of artificial intelligence. Since the 
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question of who owns data can be resolved institutionally, the uncertainty 
embedded in the problem itself may be low. However, since ownership itself is 
zero-sum, stakeholder conflict is high, making it difficult to settle the conflict 
over data ownership. Therefore, the problem of data ownership can be con
sidered a social problem that entails high stakeholder conflict and low 
Knightian uncertainty.

The case of Cambridge Analytica that involves the serious undermining of 
Facebook’s stakeholder capital is a good example of stakeholder conflict over 
data. According to the whistleblower, Wylie, similar companies to Cambridge 
Analytica are actively influencing the privacy of the individuals and politics in 
many countries (Wylie 2019). (see Online Appendix II for more description 
regarding its relation to democracy)

Originally, the Internet was considered a means to distribute power from 
the centralized body to individuals. However, the development of cloud 
computing and smart devices has led to de-facto centralization of data own
ership, which encourages the centralization of power around data on the 
Internet. In fact, a few monopolistic companies and countries have unmatched 
influence on the Internet, and their positions become stronger as they accu
mulate more data and develop more algorithms to analyze the data. Social 
innovators may require that the government manage and disclose data that are 
related to infrastructure and have a large external effect such as detailed spatial 
information like a map to public use. This requires stakeholder capital and soft 
regulations that private companies voluntarily create to provide ethical guide
lines regarding data use are ideal for industrial development.

Additionally, there are technologies that social innovators can use to 
facilitate the accumulation of stakeholder capital for social innovations. 
First, blockchain technology enables the dissemination and management of 
data and collective decision-making by the users without transferring data 
ownership to certain individuals or groups, contributing to the mitigation of 
data monopoly. Once its contribution to stakeholder capital is established 
through social innovations based on such public benefits, the odds of 
receiving government and private sector funding will increase. Sufficient 
funding will facilitate the development of blockchain technology, which, in 
turn, will increase its contribution to accumulating stakeholder capital in 
social innovations.

Second, the sharing economy using advanced technologies is well known 
for its efficient distribution of resources that contributes to the protection of 
the environment and to sustainable growth (e.g. the efficient use of parked cars 
or empty spaces via sharing). However, the suppliers for the sharing economy 
are micro-innovators who may be subject to unfavorable working conditions 
without proper regulations and monitoring. If a company becomes 
a monopolist with a dominating platform by using the shadow of sharing 
economy, the company may show some predatory behaviors. In the end, there 
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is a risk that the initial aim does not match with the output of the sharing 
economy. This creates an opportunity for social innovators that can step in to 
point out the abuses and negative effects of the sharing economy and provide 
proper monitoring, which in turn will contribute to accumulating stakeholder 
capital for the social entrepreneurs.

For example, Airbnb, Upwork, and Facebook represent companies based on 
sharing economy, where users voluntarily provide data and engage in impor
tant transactions on their servers. Currently, major sharing economy compa
nies are taking the lion’s share of the value they create in the form of brokerage 
fees, and continuously extracting value from the accumulated big data using 
artificial intelligence. The key issue of the sharing economy lies in how to 
distribute the ownership, usage, and value of data. Yet, leading sharing econ
omy companies are primarily interested in maximizing profits through data 
monopoly rather than accumulating stakeholder capital. This should present 
great opportunities for social entrepreneurs.

Social innovators must develop relevant knowledge about how the sharing 
economy can solve the problems faced by humans and society, how to allocate 
the wealth and surplus created by the sharing economy, and how to make the 
relevant decisions. If stakeholder capital is accumulated this way, social inno
vators can develop nonmarket leadership for sharing economy companies that 
will most likely be challenged for their legitimacy in the future and guide them 
in the direction of social innovations. (see Online Appendix III for additional 
examples illustrating how to use stakeholder capital for social innovation 
rojects)

High uncertainty and high conflict: A social contract approach

In a state of high uncertainty and stakeholder conflict, a social contract 
approach can be effective for using artificial intelligence. Social contract solves 
social issues and justifies organizational or individual actions amid high 
uncertainty and conflict. For example, during the intensive conflict state 
such as ‘bellum omnium contra omnes’ (the war of all against all), a social 
contract is born in the form of a country (Hobbes 1651) or intends to provide 
benefits for the least advantaged people amid the veil of ignorance (Rawls 
1971). A social contract theory is embedded in our history. For example, 
a social contract theory prevailed from the seventeenth to the early nineteenth 
century by Hobbes, Locke, and Rousseau, when Europe experienced dual 
revolutions (Hobsbawm 1962). The theory was created to solve social conflict 
and confusion. The same happened in the U.S. where the theory formed an 
important basis for the Declaration of Independence after the American 
Revolutionary War.
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Will the technological singularity ever happen? Will artificial general intel
ligence be possible in the near future? Then how severe is the existential threat 
for humans? Such questions address uncertainty and conflict related to the use 
of artificial intelligence. So what approach is the most appropriate in the 
presence of such controversial and uncertain innovations for social innova
tions, which also entail much obscurity and conflict per se? A social contract 
approach gives some answers to these questions and, thus, the following 
proposition is formed.

Proposition 4 (social contract). The higher the Knightian uncertainty and stakeholder 
conflict are, the more effective the social-contract approach becomes in applying artificial 
intelligence to accomplish social innovations.

A social contract theory shows how an organization is established by the 
stakeholders amid high uncertainty and conflict and how it is justified. 
Therefore, it provides a solid theoretical ground for justifying the use of 
artificial intelligence for social innovations under high uncertainty and high 
conflict. The social contract theory emphasizes authority and sovereignty, 
which can be interpreted as nonmarket leadership in the context of social 
innovations. Therefore, nonmarket leadership is an important element when 
selecting the social contract approach for social innovations. In particular, in 
the rapidly changing innovation field where political authority and institu
tional development are lagging, social innovators should achieve its goals by 
quickly seeking the understanding and consent of stakeholders while pursuing 
social contracts, making the state better than the state of nature or the void of 
authority.

Example #4: Humans versus machines
This study argues that a social contract theory can be used to develop social 
innovations and artificial intelligence in a situation involving the human- 
machine relationship that entails high uncertainty and high stakeholder con
flict. First, social contract is important to solve externalities. This is because 
externalities and social cost caused by technologies can be best addressed 
economically when institutional support exists. Artificial intelligence not 
only can replace manpower but also can empower humans (Korinek and 
Stiglitz 2017). It can help humans to develop the competency for solving 
complicated tasks and make difficult decisions more efficiently. From the 
perspective of companies, the goal of which is to maximize profits, using 
artificial intelligence would be ideal to maximize profits regardless of its 
impact. However, it may not be ideal from a social perspective or for the long- 
term sustainable economic growth. A similar case would be that emitting 
pollutants may be inevitable from a business perspective, but not from 
a social perspective. Having different perspectives on the same phenomenon 
also apply to the case of ruining social capital. In the end, social innovators 
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should use artificial intelligence based on the careful consideration of its 
benefits and costs (i.e. externalities) to society, and it is only possible if there 
is institutional support and social contract.

Second, the social contract based on the complementary relationship 
between humans and machines contributes to profit maximization for orga
nizations. In applying artificial intelligence, combining human and artificial 
intelligence can generate quite successful outcomes. There is an interesting 
example introduced in Zero-to-One (Thiel and Masters 2014). PayPal operates 
an online payment system founded in 1998. The company was making losses 
from transaction fraud up until the mid-2000s, and it was nearly impossible to 
use manpower to catch fraudulent transactions among thousands of transac
tions happening per minute. Therefore, PayPal hired mathematicians and data 
scientists to create their own artificial intelligence technology. However, their 
programs were hacked by outsiders shortly, so PayPal chose to use a hybrid 
method of using both manpower and artificial intelligence to catch fraudulent 
transactions. The method was to allow the machine to first identify bad 
transactions, and have humans verify the results. It was successful and even 
was adopted by the FBIs. Based on this experience, Peter Thiel founded 
another company called Palantir that mainly uses the hybrid method. The 
company not only caught a number of fraudulent financial transactions, but 
also helped shut down abusive websites, predict and investigate the cause of 
multiple contagious viruses, and even find Osama Bin Laden using the Killer 
Application on terrorists. Today, the company is acclaimed for overcoming 
the limitations of the CIA that heavily relies on manpower and NSA that 
heavily relies on computers. Palantir는 A case like this highlights the impor
tant of the relationship between humans and machines. Similar to PayPal and 
Palantir, the human-machine relation can be utilized by lawyers, doctors, 
educators, and corporate managers to generate tremendous synergies in our 
society.

Third, in the era of the pure machine economy, the social contract between 
men and machines becomes more important. The pure machine economy has 
extremely high labor productivity. Even if not for the pure machine economy, 
artificial intelligence can significantly improve labor productivity, which may 
increase or decrease the supply of labor. When labor productivity increases, for 
example the demand for labor by companies may increase but the labor supply 
may decrease. This is because increased productivity and individual income lead 
to increased demand for leisure. Increased need for leisure would then contribute 
to the development of leisure-related industries and increase employment in 
service industries in particular. To succeed in leisure-related industries, it is 
requisite to have a genuine understanding of humans and businesses. This 
provides important implications for companies. As artificial intelligence technol
ogies are developed, it becomes more important to understand the needs of 
humans and society so the companies can adapt to the changes in the tastes and 
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behaviors of the stakeholders, which brings business opportunities. If companies 
simply aim to replace humans with machines without a thorough understanding 
of these, significant business opportunities can be lost. Therefore, social innova
tors need to focus on the potential outcomes of using artificial intelligence to 
replace manpower and create common values between machines and human 
society. In other words, social innovators should prepare social contracts to benefit 
humans in replacing humans with machines based on the genuine understanding 
of the societal needs.

Fourth, to upgrade their business models with disruptive innovation, com
panies would better make social contract with the stakeholders. If the compa
nies do not have the capacity to build social contract, they should partner with 
social innovators to do so. The confrontation between humans and machines 
may jeopardize the capital competitiveness. The most critical factor that deter
mines the relationship between employment and technological development 
lies in how easily businesses can adopt technological advances (Baldwin and Lin 
2002; D’Este et al. 2012; Galia and Legros 2004). When it is difficult for 
businesses to upgrade technologies due to institutional reasons or the lack of 
competency, technological development will obsolete the existing capital and 
destroy employment. Therefore, to prevent advanced technologies such as 
artificial intelligence from destroying employment, companies must constantly 
upgrade their technologies and perhaps should eliminate the barrier to entry for 
technology ventures. If society is reluctant to allow companies to adopt dis
ruptive innovations based on the concerns over disruptive innovations per se or 
stakeholder pressure, employment will likely remain vulnerable to hostile 
interference of such developing technologies. More specifically, if capital loses 
competitiveness, companies and the economy will lose competitiveness and, as 
a result, employment will be destroyed. In addition, a country should secure the 
capital competitiveness within the economy, which also makes it important to 
share the surplus generated from disruptive innovations righteously. All such 
explain why innovative companies that rely on sensitive technologies such as 
artificial intelligence should pay attention to social contract, which social 
innovators can help with. (see Appendix IV for additional information regard
ing why human-machine relationship is uncertain and controversial)

Discussion of practical implications

We offer a step-by-step guideline for the valuation of social innovations com
bined with various artificial intelligence techniques in Table 2. First, one must 
identify the state of the project from the four suggested states. Second, an 
appropriate approach is automatically chosen according to the state. Third, 
one must check whether the combination of the state and approach is 
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appropriate for the social project. If it is not appropriate, one must identify 
reasons and make modifications accordingly. Fourth, one must finally evaluate 
whether the chosen approach has successfully carried out the goal of the 
project.

Lastly, our study generates detailed implications for the use of artificial 
intelligence for social innovations with a step-by-step guideline for establish
ing implementation strategies on a macro-level as described in Table 3. For 
example, one must first evaluate the level of Knightian uncertainty for both the 
chosen artificial intelligence and social innovations, and then the level of 
stakeholder conflict. Combining the outcomes of the first two assessments, 
one must find the most suitable approach to construct a macro strategy. Then, 
an implementation strategy must be made for the chosen approach. Lastly, if 

Table 2. Practical guidance for the valuation of AI-based social innovations.
Valuation of social innovations A step-by-step guideline

1. Identification of the state of the 
project

Identify and evaluate the state of social innovations by the level of uncertainty 
and stakeholder conflict.

2. Selection of an Approach Decide which of the four approached provided by this study is the most 
suitable for the state of social innovations.

3. Assessment of the state- 
approach alignment

Check whether the state and approach are properly aligned for the level of 
uncertainty and stakeholder conflict for social innovations. For example, 
under high uncertainty and stakeholder conflict, a social contract approach 
is recommended. If the social innovations focus on social entrepreneurship, 
the alignment is not appropriate. Check for the reasons and find which 
approach would be better suited.

4. Evaluation the appropriateness 
of the approach

Evaluate whether the chosen approach successfully carries out the project. For 
example, in terms of the ABM approach, check the scientific process and 
outcomes of the use of ABM for social innovations. For the social contract 
approach, check whether the strategies are implementable in practice.

Table 3. A step-by-step guideline for implementing AI technologies for social innovations.
Establishing a strategy A step-by-step guideline

1.Assessment of uncertainty Evaluate the level of Knightian uncertainty embedded in artificial 
intelligence and social innovations. Make sure to distinguish 
unquantifiable Knightian uncertainty from quantifiable risk.

2. Assessment of stakeholder conflict Make a list of issues that can happen among stakeholders that are 
participating in social innovations or that are to be influenced by it. 
Assess the severity of each issue and evaluate the overall severity of the 
issues arising from stakeholder conflict.

3. Selection of an approach for 
a macro strategy

Combine the outcomes from the first two evaluations of uncertainty and 
stakeholder conflict to choose the most suitable approach among the 
four approaches suggested by this study.

4. Establishment of an 
implementation strategy

Establish an implementation strategy for the chosen approach. Compare 
the agent’s current state with those illustrated in the examples 
provided by this study if necessary.

5. Validation of the outcomes and 
repetition of the process

If the established strategy conflicts with the artificial intelligence 
technique employed for the project, search for alternative techniques 
and repeat the process from the beginning. Having a strategic mind is 
of utmost importance (Kane et al. 2015) to enable the agent to start 
over while discarding the failed strategy.
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the strategies do not contribute to the successful application of the chosen 
artificial intelligence technology, one must search for alternative technology 
and repeat the process from the beginning.

Conclusion

This study offers the general theory as well as practical guidance for using 
artificial intelligence for social innovations for the first time in the literature. 
So far, there has been no framework that helps analyze them or form macro- 
level strategies. Therefore, the classification framework we create can be used 
by the evaluators and participants of social innovation projects. This would 
give them clear understanding of the status of the projects, which would enable 
them to choose the most appropriate strategy to implement, preventing time 
and resources from being wasted.

In the future, related studies can test the propositions using different AI 
techniques for each case or use the framework to test actual projects. In 
addition, the step-by-step guidance for evaluation and implementation of 
social innovation projects that deploy AI technologies can facilitate commu
nication among stakeholders based on the clear guidelines, thereby contribut
ing to the development of social innovation projects.

Notes

1. While the urgency and importance of climate changes entail low conflict, proposed 
solutions can generate large stakeholder conflicts. We highlight the former in this 
example

2. http://www.academia.edu/1748507/10_sets_of_Aristotelian_Virtues_and_Vices
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