
_____________________________________________________________________________________________________ 
 
*Corresponding author: E-mail: kcndozie@yahoo.com; 
 
Asian J. Res. Rev. Phys., vol. 7, no. 4, pp. 98-108, 2023 
 
 
 

Asian Journal of Research and Reviews in Physics 
 
Volume 7, Issue 4, Page 98-108, 2023; Article no.AJR2P.106777 
ISSN: 2582-5992 

 
 

 

 

Buys-Ballot Estimates for Linear Model 
with the Expected Values in Time 

Series Decomposition 
 

Kelechukwu C. N. Dozie a* and Stephen O. Ihekuna a 
 

a Department of Statistics, Imo State University, Owerri, Imo State, Nigeria. 
 

Authors’ contributions 
 

This work was carried out in collaboration between both authors. Both authors read and approved the 
final manuscript. 

 
Article Information 

 
DOI: 10.9734/AJR2P/2023/v7i4153 

 
Open Peer Review History: 

This journal follows the Advanced Open Peer Review policy. Identity of the Reviewers, Editor(s) and additional Reviewers,  
peer review comments, different versions of the manuscript, comments of the editors, etc are available here: 

https://www.sdiarticle5.com/review-history/106777 

 
 

Received: 03/08/2023 
Accepted: 10/10/2023 
Published: 27/11/2023 

 
 

ABSTRACT 
 

The study discusses the Buys-Ballot estimates for linear trend-cycle and seasonal indices with the 
expected values for mixed model in time series analysis. The emphasis is to derive the expected 
values of row, column and overall means of the of Buys-Ballot table for the mixed model. We use a 
real life data to determine the estimation of trend parameters, seasonal indices and choice of 
appropriate model of the Buys-Ballot table. Results indicate that, (1) the expected value of the row 
average mimic the shape of the trending parameters of the original series and contains seasonal 

effect in 
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 (2) the expected value of the column average also mimic the shape of the 

trending curves of the original series and contain seasonal effect (3) the appropriate model that 
best describe the pattern of the study series listed in the summary table (Table 5) is mixed. 
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1. INTRODUCTION 
 
Iwueze and Nwogu [1] proposed “two methods of 
estimating the parameter of a linear trend-cycle 
component from the periodic means of the Buys-
Ballot table” (Table 1). This method was initially 
developed for short period of time in which the 

trend-cycle component ( )tM  is jointly combined 

and can be represented by linear equation   

 

tt baM += , t = 1, 2, ...n                        (1) 

 
where a is the intercept, b is the slope and t is 
the time point. 
 
The two methods are (i) the Chain Base 
Estimation (CBE) method which calculates the 
slop from the relative periodic mean changes and 
(ii) the Fixed Base Estimation (FBE) method 
which calculates the slope using the first period 
as the base period for the periodic mean 
changes. 
 
Decomposition method involves the separation of 
an observed time series into components 
consisting of trend (long term direction), the 
seasonal (systematic, calendar related 
movements), cyclical (long term oscillations or 
swings about the trend) and irregular 
(unsystematic, short term fluctuations) 
components. “Time series analysis includes the 
examination of trend, seasonality, cycles, turning 
points, changes in level, trend and scale and so 
on that may influence the series. This is an 
important preliminary to modelling, when it has to 
be decided whether and how to seasonally 
adjust, to transform, and to deal with outliers and 
whether to fit a model. In the examination of 
trend, seasonality and cycles, a time series is 
often described as having trends, seasonal 
effects, cyclic pattern and irregular or random 
component” Iwueze and Nwogu [1]. 
“Theoretically, a time series contains four 
components, namely, the trend, the seasonal 
variation, the cyclical and irregular variation. The 
trend may be loosely defined as the long term 
change in the mean and refers to the general 
direction in which the graph of the series 
appeared to be going over a long interval of time. 
Trend shows the presence of factors that persist 
for a considerable duration. These factors 
include changes in population, fluctuation in price 

level, improvements in technology and several 
conditions that are peculiar to individual 
investments or establishment. Abrupt or sudden 
changes in trend may be caused by introduction 
of new element into or elimination of an old 
factors from forces affecting the series” [2]. 
 
Chatfield [3] stated that, “the successive periodic 

mean ( )iX  gives a simple description of the 

underlying trend from the methods of monthly or 
quarterly means. It was given that the estimates 
of the seasonal indices can be obtained from the 

column means jX . . Hence, while the periodic 

means estimate the trend, the column means 
gives estimates of seasonal indices.  It has been 
noted that a time series theoretically contains 
four components, However, for short series, the 
trend components is estimated into the cyclical 
and trend cycle component is obtained and 

denoted by tm . Under these conditions, it can be 

stated that estimates of trend-cycle and seasonal 
components can be obtained from the row and 
column means, respectively, of the Buys-Ballot 
table. These estimates have been designated 
“Buys-Ballot” estimates in this study the details of 
the procedure for estimation of the trend-cycle 

component ( tm ) are presented in section 2.1 for 

the mixed model”. 
 
Iwueze, et al, [4] proposed “the use of joint plot of 
seasonal means and standard deviations for 
choosing between additive and multiplicative 
models in descriptive in time analysis”. 
 
Dozie [5] discussed “the expression of the 
parameters of linear trend cycle and seasonal 
components with emphasis on the periodic, 
seasonal and overall means for the mixed model. 
In his summary, he demonstrated that, the linear 
trend cycle and seasonal components when 
there is zero trend and b = 0 in time series 
decomposition”. 
 

2. METHODOLOGY 
 
It is important to note that, time series 
decomposition using Buys-Ballot approach is the 
arrangement of the observe series in the Buys-
Ballot table as given in Table 1. This method is 
based on the row, column and overall means of 
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the Buys-Ballot table with m rows and s columns.  
For details of this method see Wei [6], Nwogu 
et.al [7], Dozie and Ihekuna [8], Dozie et.al [9], 
Dozie and Nwanya [10], Dozie [5], Dozie and 
Ijeomah [11], Dozie and Ibebuogu (12), Dozie 
and Uwaezuoke [13], Dozie and Ihekuna [14], 
Dozie and Ibebuogu [15], Akpanta and Iwueze 
[16], Dozie and Uwaezuoke [17] and Dozie [18]. 
 

All the derivations of the expected values made 
in this section are based on the estimates of the 
Buys-Ballot table for mixed model. The results of 
the Buys-Ballot estimates for mixed model with 
the error terms are given in Table 2. From Table 
2, we observed that, the expected value of 
seasonal variances Buys-Ballot table is a 
function of the intercept and seasonal indices 

( ), 1,2,...,jS i m=  depend on the estimate of the 

slope. The derivations of expected values of row, 
column and overall means of the Buys-Ballot 
table for mixed model with the error terms are 
given in Table 2. 
 

In this study, the main objective is to obtain the 
expected values of the Buys-Ballot Estimates of 
the trend-cycle component with the error terms 
that admits mixed model when the trend-cycle 
component is linear equation given by (1). 
 

2.1 Buys-Ballot Estimates 
 

This section presents the Buys-Ballot estimation 
procedure when the trend-cycle component is 

linear equation given by (1). Section 3.1 
considers the procedure for the mixed model. 
Section 3.2 gives the derivation of the expected 
values of row, column and overall means with the 
error terms of the Buys-Ballot table. Section 3.3 
presents estimation of trend parameters. Section 
3.4 discusses the estimation of seasonal indices. 
Sections 3.5, 3.6 and 3.7 present Test for 
Constant Variance, Chi-squared Test and Choice 
of Transformation   
 

2.2 Buys-Ballot Procedure for the Mixed 
Model 

 
The mixed model is given by 
  

tttt eSMX += .                       (2) 

 

where for time ,t  tX  is the value of the series, 

tS  is the seasonal component whose sum over a 

complete period is ,s  te  is the error term which, 

for our discussion, is the Gaussian 
2(1, )N   

white noise and tM  is the linear trend-cycle 

component given in equation (1) 

 
Method of obtaining the row, column and overall 
averages of the Buys-Ballot table for mixed 
model with the error terms are those of Dozie [5]. 
Only the results are given. 

 
Table 1. Buys - ballot tabular arrangement of time series data 

 

Rows/ 

Period (i) 

Columns (season) j 

1 2 ⋯ 𝒋 … 𝒔 𝑻𝒊. �̅�𝒊. �̂�𝒊. 

1 𝑋1 𝑋2 ⋯ 𝑋𝑗 ⋯ 𝑋𝑠 𝑇1. �̅�1. �̂�1 

2 𝑋𝑠+1 𝑋𝑠+2 ⋯ 𝑋𝑠+𝑗 ⋯ X2s 𝑇2. �̅�2. �̂�2 

3 𝑋2𝑠+1 X2s+2 ⋯ X2s+j ⋯ 𝑋3𝑠 𝑇3. �̅�3. �̂�3 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

𝑖 𝑋(𝑖−1)𝑠+1 𝑋(𝑖−1)𝑠+2 ⋯ 𝑋(𝑖−1)𝑠+𝑗 ⋯ 𝑋𝑖𝑠 𝑇𝑖. �̅�𝑖. �̂�𝑖. 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

𝑚 𝑋(𝑚−1)𝑠+1 𝑋(𝑚−1)𝑠+2 ⋯ 𝑋(𝑚−1)𝑠+𝑗 ⋯ 𝑋𝑚𝑠 Tm. �̅�𝑚. �̂�𝑚. 

𝑇.𝑗 𝑇.1 𝑇.2 ⋯ 𝑇.𝑗 ⋯ 𝑇.𝑠 𝑇..   

�̅�.𝑗 �̅�.1 �̅�.2 ⋯ �̅�.𝑗 ⋯ �̅�.𝑠  �̅�..  

�̂�.𝑗 �̂�.1 �̂�.2 ⋯ �̂�.𝑗 ⋯ �̂�.𝑠   �̂�𝑥 
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2.3 Expected Values of the Row, Column and Overall Means for Mixed Model 
 
2.3.1 Expected value of row mean with the error term 
 
Using the expressions in Table 1 and equation (3), we obtain expected value of the row mean as thus; 
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Hence, the expected value of row mean is 
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2.3.2 Expected value of column mean with the error term 
 
Using the expressions in Table 1 and equation (4), we obtain expected value of the column mean as 
thus; 
 

( ) 
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Therefore, the expected value of the column mean is 
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where 0.

_
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2.3.3 Expected value of overall means with the error term 
 
Using the expressions in Table 1 and equation (5), we obtain expected value of the overall means as; 



 
 
 
 

Dozie and Ihekuna; Asian J. Res. Rev. Phys., vol. 7, no. 4, pp. 98-108, 2023; Article no.AJR2P.106777 
 
 

 
102 

 

 









+








+







 −
+=








..

_

1..

_

2
eEbc

sn
baEXE                                                                        (10) 

 

Hence , the expected value of the overall mean is 
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2.4 Estimation of Trend Parameters  
 

The row and overall means are applied to 
estimate parameters of trend line. The length of 
periodic interval is taken to be s. using the 
expressions in (2) and (4), we obtain mixed 
model as; 
 

ibscsbaX i )()( 1

_

. +−−=
                     (12) 

 

i +
                                               (13) 

 

Hence, 
)( 1

^^

csba −+= 
                     (14) 

 

s
b


=

^

                                               (15) 

 

For mixed model, when b = 0, that is when there 
is no trend, 
 

 

ii eaX
__

. +=
                                (16) 

 

2.5 Estimation of Seasonal Indices 

sjS j ,...,2,1, =
 

 

The column and overall means are used to 
estimate the seasonal indices. The length of 
periodic interval is also taken to be s. using the 
expression in (3) and (4), we obtain mixed model 
as; 
 

  jj S +

                                  (17) 

Where.  
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For mixed model, where there is no trend (b = 0), 
we obtain from (20) 
 

_

_

^

j

j
j
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X
S

+

=

                                               (21) 

 

2.6 Test for Constant Variance 
 

To test the null hypothesis that the variances are 
equal, that is 
 

2 2

0 : i jH  =
 

 

against the alternative 
 

2 2

1 : i jH   for i j
 

 

and at least one variance is different from others 
the statistic is given as; 



 
 
 
 

Dozie and Ihekuna; Asian J. Res. Rev. Phys., vol. 7, no. 4, pp. 98-108, 2023; Article no.AJR2P.106777 
 
 

 
103 

 

( ) ( )

( ) ( ) 








−
−

−−
+

−−−
=





= kNNk

SNSkN
T

k

i i

iip

1

1

1

13

1
1

ln1ln

1

22

                                                                  (22) 

 
follows Chi-square distribution with (k – 1) degrees of freedom. Using the parameters of the Buys-

Ballot table, ,msN = ,sk = mN i = , the statistic in (22) is then given as 

 

( ) ( )

( )

2 2

1
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1 1 1
1

3 1 1

p j
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ms s m
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− − −
=

 
+ − 

− − − 




 

 

                    
( )

( )

( )

2 2ˆ ˆ1 ln ln

1
1

3 1

p jm s

s

s m

  − − 
=

+
+

−


                                                                  (23) 

 
Where ms is the total number of observations, m
is the number of observations in each column 
and s  is length of the periodic interval.  

 

2.7 Chi-Squared Test 
 
Nwogu, et al, [7] and Dozie et al [9] proposed 
“chi-square test for choice between the 
multiplicative and mixed models is based on the 
column variances”. According to them, the null 
hypothesis to be tested is 
 

H0:  
2

0

2

jj  =

  
 

and the appropriate model is mixed, against the 
alternative 

 

H1:  
2

0

2

jj  
 

 
and the appropriate model is not mixed, where 

 

( )sjj ,...,2,12 == is the actual variance 

of the jth column. 
 

2

1

2
2

2

0
12

)(
 +

+
= jj S

snnb
        (24)

  

and
2

1  is the error variance, assumed equal to 1. 

 
They stated the statistic 
 

( )
2

0

2

2
1

j

j

c

m






−
=                                   (25) 

 

follows the chi-square distribution with 1−m  

degrees of freedom, m is the number of 
observations in each column and s  is the 

seasonal lag (number of columns). They also 
showed that under the null hypothesis, the 

interval 
( )

2 2

, 1 1 ,( 1)
2 2

,
m m

  
− − −

 
 
 

contains the 

statistic (25) with 100 (1-  )% degree of 

confidence. 
 

2.8 Choice of Transformation 
 
Akpanta and Iwueze [16] have shown that, the 
slope of the regression equation of log of group 
standard deviation on log of group mean as 
given in equation (26) is what is needed for 
choice of appropriate transformation. Some of 

the values of slope   and their implied 

transformation are stated in Table 2 
 

.log log iie ea X 
 

= +                         (26)                  
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Table 2. Bartlett’s transformation for some values of 
 

 

S/No 1                                 2          3            4             5                6              7 

  
0                                

1

2
         1            

3

2
           2               3               -1 

Transformation 
No transformation  tX    loge iX    

1

tX
     

1

tX
           

2

1

tX
             

2

tX  

 
They stated that, for a method used in choosing 
an appropriate transformation, the natural 
logarithm of standard deviation will be applied  to 
regress against the natural logarithm of periodic 

means and the result of the   - value will 

determine the type of transformation. 
 

2.9 Real Life Data 
 
This section presents time series based on short 
series in which the trend cycle component is 
jointly estimated. The data for the period 2013 to 
2022, is used to determine the estimation of 
trend parameters, seasonal indices and suitable 
model for decomposition of the study series. The 
periodic standard deviations are stable while the 
seasonal standard deviations are different which 
suggest that the series needs transformation to 
stabilize the variance. The time series data was 
transformed by taking the inverse square root of 
the one hundred and twenty (120) observed 
values given in Appendix B. From the 
transformed series, the estimation of trend 
parameters and seasonal indices are given in 
Tables 3 and 4 respectively.  
 

2.10 Results of Trend Parameters and 
Seasonal Indices 

 
Using (14),(15) and (20), we obtain 

 

^

0.02b = ,            

^ 120 12
2.58 0.02

2
a

− 
= −  

   
 

Table 3. Estimates of trend parameters 
 

Parameter     Mixed model values 

    a            1.50 
    b            0.02 

  

_

^ .

2.58 0.02

j
j

j

X
S =

+
 

 
Table 4. Estimates of seasonal indices 

 

j  
jX  ˆ

jS  

1 2.24 0.86 

2 2.84 1.09 

3 2.60 0.99 

4 2.70 1.01 

5 2.87 1.07 

6 2.71 1.00 

7 2.79 1.02 

8 2.94 1.07 

9 2.72 0.98 

10 2.53 0.91 

11 2.88 1.03 

12 2.75 0.97 

1

ˆ
s

j

j

S
=

  
 12.00 

 
The Buys-Ballot estimates of linear trend 
parameters are 
 

=
^

a  1.50,   and   =
^

b ,   0.02  
 
Therefore, the estimate of the trend-cycle 
component is    

^

1.50 0.02tM t= +  
 
The estimates of seasonal indices are obtained 

by the ratio tt M̂/X at each season are given 

as =
^

1S  0.86, =
^

2S  1.09, =
^

3S  0.99,  =
^

4S  

1.01, =
^

5S  1.07, =
^

6S  1.00,  =
^

7S  1.02,  
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=
^

8S  1.07, =
^

9S  0.98,  =
^

10S  0.91,  =
^

11S  

1.03, =
^

12S 0.97  listed in Table 3 and 4 

respectively for mixed model. Hence, the fitted 
model is 
 

^ ^

1.50 0.02t tX t S= + 
 

 

Note: mixed satisfies 
1

s

j

j

S s
=

 
= 

 
  as in 

equation (2) 
 

2.11 Choice of Appropriate Model 
 

The tests for Constant Variance and Chi-
Squared given in equations (23) and (25)  
 

respectively are applied to determine the choice 
of model for decomposition of the study data. To 
test the null hypothesis that the time series data 
admits additive model, the test statistic in 
equation (23) is used. The null hypothesis is 
rejected, if Tc is greater than the tabulated value, 

which for 05.0= level of significance and 

91=−m  degrees of freedom equal to 19.7 or 

do not reject 0H otherwise.  From Appendix and 

Table 5 

2 2ˆ ˆ10, 12, 16.9707, ln 2.8315p pm s  = = = = and
=

=
s

j

j

1

2 9062.30ˆln

 
 
Hence, 
 

( ) ( ) ( ) 

( )

5797.26

9123

13
1

9062.308315.2129
=

+

−
=cT

 
 

Tc is greater, when compared with critical value (19.7) suggesting that the data does not admit the 
additive model. Having confirmed that the data does not admit additive model, the choice now lies 
between multiplicative and mixed models.  
 
In other to choose between multiplicative and mixed models, the test statistic in equation (25) is used. 
The null hypothesis that the data admits mixed model is rejected, if the statistic defined in equation 

(25) lies outside the interval 
( )

2 2

, 1 1 ,( 1)
2 2

,
m m

  
− − −

 
 
 

 which for m-1 = 9, equals (2.7 and 19.0) or do not 

reject 0H otherwise.  

 

Table 5. Seasonal effects ( jS ), estimate of the column variance (
2ˆ
j ) and calculated chi-square

( )2

cal
 

 

J 1 2 3 4 5 6 7 8 9 10 11 12 

jS  
0.86 1.09 0.99 1.01 1.07 1.00 1.02 1.07 0.98 0.91 1.03 0.97 

2ˆ
j  2.06 8.10 50.77 15.88 33.43 14.84 9.78 10.68 12.46 9.82 14.71 21.12 

2ˆln j  
0.72 2.09 3.93 2.77 3.51 2.70 2.28 2.37 2.52 2.28 2.69 3.05 

2

cal  4.9 7.8 18.6 8.4 14.4 13.0 12.3 17.5 13.4 12.1 14.2 8.3 

 
From Table 5, 
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,12

1 = ,051.1=b ,120=n ,12=s 10=m  
 
Hence, from (5) 
 

( )2 2

0

120 12
1.051 120 1

12
j js

+ 
=  + 

   
 

and the calculated values, 
2

cal  given in Table 4 

were obtained. When compared with the critical 
values (2.7 and 19.0), the calculated values of 
the statistic lie within the interval, indicating that 
the data admits mixed model. 
 

3. SUMMARY, CONCLUSIONS AND 
RECOMMENDATIONS  

 

This study presented the expected values of 
Buys-Ballot estimates of row, column and overall 
means for mixed model with the error terms 
when trend-cycle component is linear. In this 
study, we derived the expected values of Buys-
Ballot estimates with the error terms of row, 
column and overall means for mixed model. The 
method of estimation is based on the row, 
column and overall means of time series data 
arranged in a Buys-Ballot table. A real example 
for the linear case is applied to illustrate the 
estimation of trend parameters, seasonal 
indices, and choice of model of the Buys-Ballot 
table. Successful transformation is carried to 
stabilize the variance and make the distribution 
normal. Results indicate that, the expected 
values of row and column averages are; (1) row 
average of the mixed model mimic the shape of 
the trending parameters of the original series 

and contains seasonal effect in 1

1

S

j

j

C js
=

=  (2) 

column average also mimic the shape of the 
trending curves of the original series and contain 
seasonal effect (3) the appropriate model that 
best describe the pattern of the study series 
listed in the summary table (Table 5) is mixed. 
No attempt has been made to discuss this 
method when the trend-cycle component is not 
linear or when the cyclical component is 
separated from the trend. Hence, further 
investigations in these directions are 
recommended 
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Appendix A. Original data on number of registered baptism in st Paul Parish Owerri 
 

Year Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sept. Oct. Nov. Dec. 
.iX  .i  

2013 15 35 20 11 22 25 13 28 12 10 40 27 21.8 9.00 
2014 16 24 20 15 11 26 23 18 22 13 28 23 20.1 5.05 
2015 8 18 11 14 26 14 24 18 21 19 25 10 17.3 6.02 
2016 14 14 18 22 14 15 26 14 19 16 24 20 18.0 4.24 
2017 17 21 20 23 16 11 27 22 14 12 5 21 17.4 6.14 
2018 8 11 14 23 32 22 13 20 25 13 19 15 17.9 6.84 
2019 5 21 9 10 18 15 9 20 18 10 15 16 13.8 5.10 
2020 9 18 11 12 12 13 10 27 9 18 18 14 14.3 5.22 
2021 6 10 10 11 18 12 11 10 11 8 11 10 10.7 2.81 
2022 5 13 9 14 13 8 18 20 9 10 17 10 12.2 4.49 

jX .  
10.40 18.40 14.30 15.60 18.50 16.00 17.50 19.60 16.10 13.00 20.10 16.60 16.30  

. j  4.84 7.17 4.95 5.10 6.57 5.96 6.98 5.21 5.69 3.62 9.49 5.97  41.4 

Source: St Paul Parish, Owerri 2013-2022 
 

Appendix B. Transformed Data on Number of Registered Baptism in St Paul Parish Owerri 

Year Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sept. Oct. Nov. Dec. 
.iX  .i  

2013 2.8 3.5 3.0 2.3 3.1 3.2 2.6 3.3 2.6 2.4 3.7 3.3 3.0 0.18 
2014 2.8 3.2 2.3 2.71 2.6 3.3 3.1 2.9 3.1 2.6 3.3 3.1 2.9 0.11 
2015 2.1 2.8 2.4 2.6 3.3 2.6 3.2 2.8 3.0 2.9 3.2 2.3 2.8 0.15 
2016 2.6 2.6 2.9 3.1 2.6 2.7 3.3 2.6 2.9 2.8 3.2 2.3 2.8 0.08 
2017 2.8 3.0 2.3 3.1 2.7 2.4 3.3 3.1 2.6 2.5 1.6 3.0 2.7 0.22 
2018 2.1 2.4 2.6 3.1 3.5 3.1 2.5 2.3 3.2 2.6 2.9 2.7 2.8 0.17 
2019 1.6 3.0 2.2 2.3 2.8 2.7 2.2 2.3 2.1 2.3 2.7 2.8 2.4 0.16 
2020 2.2 2.8 2.4 2.5 2.5 2.6 2.3 3.3 2.2 2.8 2.9 2.6 2.6 0.11 
2021 1.8 2.3 2.3 2.4 2.9 2.5 2.4 2.3 2.4 2.1 2.4 2.3 2.3 0.06 
2022 1.6 2.6 2.2 2.6 2.6 2.1 2.8 2.3 2.2 2.3 2.8 2.3 2.4 0.12 

jX .  
2.2 2.9 2.5 2.7 2.9 2.7 2.7 2.7 2.6 2.5 2.9 2.7 2.7  

. j  0.2 0.1S 0.1S 0.1 0.1 0.1 0.2 0.2 0.2 0.1 0.3 0.2  0.13 

Source: St Pual Parish, Owerri 2013-2022 
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