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ABSTRACT 
 

Early diagnosis is considered important for medical images of breast cancer, the rate of recovery 
and safety of affected women can be improved. It is also assisting doctors in their daily work by 
creating algorithms and software to analyze the medical images that can identify early signs of 
breast cancer. This review presents a comparison has been done in term of accuracy among many 
techniques used for detecting breast cancer in medical images. Furthermore, this work describes 
the imaging process, and analyze the advantages and disadvantages of the used techniques for 
mammography and ultrasound medical images. K-means clustering algorithm has been                       
specifically used to analyze the medical image along with other techniques. The results   
of the K-means clustering algorithm are discussed and evaluated to show the capacity of this 
technique in the diagnosis of breast cancer and its reliability to identify a malignant from a benign 
tumor. 
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1. INTRODUCTION 
 
In recent periods the statistics have shown that 
breast cancer shows that the number of new 
patients is getting worse every year, the number 
of people affected by this disease is rising at an 
unprecedented pace [1].  Generally, in recent 
years, medical image handling has been an 
exciting and difficult field for researchers, with the 
emergence of multimodal imaging methods such 
as mammography, ultrasound, computed breast 
tomography, and some modern methods [2-4]. 
The most effective imaging technique, 
recommended by the radiologist is medical 
imaging [5]. Therefore, it is important to examine 
many medical images. Besides, the expertise of 
radiologists and the reliability of the diagnostic 
images to be examined play a key role in the 
accuracy of the diagnosis. The best way to 
decrease mortality breast cancer should be 
identified and diagnosed in the early stages [6]. 
The images first need to be pre-processing for 
increasing the accuracy of the images by 
removing the non-related and redundant 
components of the images to make them ready 
for further processing. Therefore, the image will 
be in the segmentation step that is a significant 
step, can make it easier to analyses the images. 
Then ROI is also obtained either manually by 
professionals or using image segmentation 
techniques automatically in medical imaging 
applications [7,8]. One of the algorithms used in 
medical images is clustering that is unsupervised 
learning based on the form of dissimilarity of the 
grouping of datasets into subsets data [9,10]. 
These dissimilarities of clustering can as possible 
as to compute predicted issues, as predicted 
cancer [11]. It would have improved to recognize 
that cancer is the disease induced by the out-of-
control growth of uncontrolled cells or cells in the 
section of the body [12,13]. This paper aims to 
find the best technique to detect breast cancer in 
the early stage. One of the clustering techniques, 
the k-mean algorithm using operation frequently. 
However, the k-mean clustering is certainly very 
common among multiple clustering techniques 
that already exist because of its capacity and 
effectiveness in clustering the data [14-16]. The 
rest of the paper is outlined as follows, section 2 
contains the methodology and the                        
discussion of each method in a special part, 
section 3 consists of a literature review of the 
subject, in section 4 the findings are discussed 
and finally, in section 5 the conclusion of the 
review. 

2. METHODOLOGY 
 
2.1 Medical Images  
 
The imaging technology in medicine eases the 
help of seeing the inner portions of the body for 
diagnostic [17]. Medical images involve several 
types of images that vary from one to another 
[18], [19]. Mammography is a type of medical 
image that is a procedure that helps to diagnose 
breast cancer early [20]. While mammography 
has been known as the best technique, it 
presented to be very difficult to find 
classifications and spread of cancer in the 
woman body. For the accurate reading of 
mammography. Expert radiologists are needed 
to predict breast mass and type of mass. In this 
study, partition-based techniques for data mining 
have been widely used, one type of techniques 
was k-mean clustering [21,22]. The image of 
mammography helped to include certain 
interventions to help doctors determine if their 
disease mass (normal or abnormal) [23]. This 
study aims to identify cancer in the breast and 
specify the affected area by separating the 
images into clusters based on their difference in 
strength and color, some appropriate stages of 
the clustering process have established the 
cancer area [24]. The results of the clusters are 
then confirmed, by use classification techniques 
[25]. The major variations in the cell structure of 
normal, abnormal cells are shown in Fig. 1. 
Abnormal cells expand uncontrollably and begin 
to split the cells where the form and size of 
normal cells are precise. Using the abnormal 
chromosome number and size of the nucleus, 
abnormal cells will be morphologically distinct 
from regular cells as shown in Fig. 1. 
Mammograms do not cure breast cancer, but 
they can save a patient's life by detecting                   
breast cancer as early as possible. 
Mammography helps to detect and thereby 
increase the survival rate of invisible cancers 
[27,28]. 

 
Ultrasound Also known as sonography, 
ultrasound is also a type of medical imaging as 
shown in Fig. 2. Healthcare practitioners also use 
ultrasonic equipment [29]. The use of ultrasound 
images in medical diagnosis is well known, 
according to its non-invasive nature, low cost, the 
capacity to yield real-time images, and 
continuous enhancement in image quality and 
accuracy [30]. 



 
Fig. 1. Type of the cells structures normal and abnormal cells 

 

Fig. 2. Ultrasound 
 

2.2 Breast Cancer  
 
Breast cancer is the most diagnosed cancer 
worldwide [31]. According to Pal et al. [32], that 
more than a million women have breast cancer 
each year and 400,000 of those cases lead to 
death. This fatal disease not only affects 
emerging countries but also developed countries 
[33]. To find a cure, it is important to correctly 
diagnose the disease and very quickly and treat 
it based on the type of symptoms that have 
arisen. Generally, the most effective approach 
suggested by radiologists for this disease is 
medical images. 
 

2.3 Pre-Processing  
 
The essential purpose of pre-processing is to 
enhance the consistency of the image. It 
prepares the images to be ready for further 
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the cells structures normal and abnormal cells [26] 

 
Fig. 2. Ultrasound medical images example [29] 

Breast cancer is the most diagnosed cancer 
worldwide [31]. According to Pal et al. [32], that 
more than a million women have breast cancer 
each year and 400,000 of those cases lead to 
death. This fatal disease not only affects 
emerging countries but also developed countries 

is important to correctly 
diagnose the disease and very quickly and treat 
it based on the type of symptoms that have 
arisen. Generally, the most effective approach 
suggested by radiologists for this disease is 

processing is to 
enhance the consistency of the image. It 
prepares the images to be ready for further 

processing by removing or minimizing in the 
medical images the nonrelated and redundant 
components. These methods are classif
the following categories, first to cleaning the 
data, second to data incorporation, third to data 
transformation, and reduction data nonrelated, to 
enhancement the images and reduce noises 
[34].  The “Region of Interest (ROI)” is the 
measure involved in the process of the inverse 
approach and boundary detection method [35]. 
The accuracy of pre-processing determines, 
therefore, the expectation of the remaining steps 
being successful, such as segmentation, 
classification, etc. [36]. 
 

2.4 Segmentation 
 
In the processing of images, image segmentation 
is the method by separating an image and 
divided into multiple regions of segmentation that 
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have similar properties. where each of the 
region's pixels is comparable to the unique 
characteristics or particular features measured, 
such as color, strength, or texture. When 
operating on a large amount of data set created 
by medical modalities, many segmentation 
methods are computationally costly [7,37]. In the 
clinical setting, segmentation of image data 
before or during the procedure must be quick 
and accurate. Picture segmentation is also used 
to segment cancer, brain structures, blood 
vessels, and bones in medical imaging [38]. Over 
the past few years, various image segmentation 
techniques have been improved and further 
research work has been carried out on 
fragmentation image [39,40]. So is manual 
fragmentation of medical images a repetitive, 
time-consuming, and complex task by an 
experienced radiologist, it is, however, 
particularly important to the development of 
medical image modalities, that need to be 
examined. Furthermore, it is becoming 
increasingly important to upgrade image 
segmentation techniques. In the segmentation 
process, it is important to delineate and remove 
the anatomical structure or the region under 
review in discrete forms by using algorithms that 
are more precise and need to reduce user 
interaction, particularly for medical images [41]. 
However, the clustering-based methods are one 
of the segmentation methods that may be 
supervised or unsupervised. They seek to 
classify some image pixels into multiple clusters 
such that each cluster pixels have a high intra-
class of similarity pixels of the same class and a 
low inter-class of similarity pixels of another class 
[42]. The similarity is defined in terms of distance 
measurements, such as Euclidean distance 
measurement [43]. A variety of clustering-based 
approaches have been used in the literature, 
including K-mean, Fuzzy C-mean, and Markov 
Random Fields (MRF) [44]. 

 
2.5 Clustering 
 
The main purpose of clustering is to categorize a 
set of objects into relevant groups [45]. The 
clustering objects is based on the 
correspondence calculation between pairs of 
objects using the distance function [46]. 
Therefore, the product of clustering is a set of 
clusters, in which the object in one cluster is 
more like each other than the object in another 
cluster [47]. The study of clustering has been 
widely used in numerous applications, including 
segmentation of medical images, analysis of 
information, evaluation, and processing of 

images. In certain applications, clustering is often 
called image segmentation. The process of 
grouping a set of physical or abstract objects into 
groups of similar objects is called clustering 
[48,49]. With clustering, it is possible to identify 
dense and sparse regions and thus discover 
general distribution patterns and interesting 
similarities between data attributes. 
Measurement space clustering may also imply 
the similarity of image regions and can be used 
for segmentation [50-52]. 
 
2.6 K-means Clustering Algorithm 
 
K-means is a technique or method of clustering 
which could group huge amounts of data with 
processing time that is relatively fast and more 
effective [53]. In contrast, the k-means algorithm 
has a weakness that depends on the initial value 
cluster that determines the center [54,55]. K-
means clustering, give trial results in the form of 
optimal topical solutions. However, similarities or 
proximity between the data is expected from the 
testing process. Thus, this can be divided into 
multiple clusters, where a high degree of 
similarity can be obtained across the cluster 
points [56]. The K-Means algorithm is also multi-
sided, according to (celebi et al. 2013) k-means 
are too simple to modulate at each stage of the 
process, easy to measure the distance, and are 
based on requirements for iteration termination. 
K-mean cluster is a local optimizing, so k-means 
is sensitive to the initial data point collection from 
the midpoint of each cluster [57]. The purpose of 
these adjustments is to achieve the best 
accuracy and fastest convergence. Moreover, 
the selection of the initial position from the 
midpoint of a cluster will restrict the K-mean 
cluster algorithm to the optimal location [58]. The 
k-mean cluster method also will choose the style 
up to the k as the start point from the center 
randomly [59]. The number of iterations with the 
centroid cluster will be affected by the initial 
centroid cluster that is randomly set [60]. 
Therefore, can be fixed to obtain higher 
execution by determining the centroid cluster in 
the high initial data points [61]. Since k-mean 
clustering is typically implemented, the data point 
set {x1, x2, ..., xn} is grouped into k clustering. It 
has high-performance computing and can handle 
multi-dimensional vectors [62,63].  It thus 
reduces the distortion measure by reducing the 
cost function like: 
 

���
(�)

−  ���
 �

                                                 (1) 

 



Where xi(j) is a selected measure of the distance 
between the data point and the cluster centre cj 
is a measure of the distance between the (n) 
data points and their respective cluster centres 
[64]. The algorithm consists of the elements 
below: 
 

1. Place the k points in the space 
represented by the clustered objects, these 
points represented the initial gr
centroids. 

2. Assign the group of each object to the 
category which has the closest center.

3. Recalculate the places of the k centroids, 
when all objects will be allocating.

4. Repeat steps 2 and 3 until the centroids no 
longer move. 

 
This induces a division of the objects into groups 
from which the metric to be minimized can be 
calculated [65-67]. There are two known 
characteristics of the K-means clustering 
algorithm: one is that it requires a predefined 
 

Fig. 3. Steps of the K
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Where xi(j) is a selected measure of the distance 
between the data point and the cluster centre cj 
is a measure of the distance between the (n) 
data points and their respective cluster centres 
[64]. The algorithm consists of the elements 

Place the k points in the space 
represented by the clustered objects, these 
points represented the initial group 

Assign the group of each object to the 
category which has the closest center. 
Recalculate the places of the k centroids, 
when all objects will be allocating. 
Repeat steps 2 and 3 until the centroids no 

f the objects into groups 
from which the metric to be minimized can be 

67]. There are two known 
means clustering 

algorithm: one is that it requires a predefined 

cluster initial number k centroid, as a prerequisite 
parameter for clustering, but usually, without 
prior knowledge, we do not know the best initial 
number of clustering that a data set can 
generate. The other characteristic is that 
connecting each point to the nearest cluster 
[68,69]. The flowchart of the K-means clustering 
algorithm is shown in Fig. 2 [70,71].
2.6.1 Fuzzy C-mean 
 
Fuzzy c-means (FCM) is an unsupervised 
clustering technique that is applied to a wide 
variety of feature analysis, clustering and 
classification design issues. FCM is widely 
applied in medical images diagnosis, form 
analyze and goal recognition [72]. FCM is a data 
clustering technique. in which a data set 
clustered into (n) clusters with each data point 
linked to each cluster in the dataset and which 
will have a high degree of belongi
to that cluster, and another data point which will 
have a low degree of belonging to that cluster far 
from the center of that cluster [73]. 

 
 

Steps of the K-mean clustering algorithm [70] 
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2.6.2 Spherical K-mean 
 
Spherical K-mean (SPKM) is unsupervised 
learning, and it is a type of clustering algorithms 
used to group data. SPKM algorithm is found by 
“Shi Zhong” and is a K-mean algorithm with 
cosine similarity or measuring the equation 
between vector data through the inner product, 
SPKM used the cosine resemblance as a 
similarity distance measure instead of Euclidean 
distance [74]. This method aims to improve 
objective functions [75]. 
 
2.6.3 Support vector machine 
 
Support Vector Machine (SVM) is a machine 
learning algorithm used by Vapnik for 
classification and regression. SVM offers better 
performance in applications for orthodox 
machine learning, pattern recognition to 
overcome classification glitches [76]. SVM is a 
valuable tool for an effective nonlinear 
approximation trick. Structural risk minimization 
is related to SVM (SRM). For binary 
classification, SVM was initially used, but it could 
now be used for multiclass classification. To help 
nonlinear classification problems where the 
maximum separation of the hyperplane is built, 
SVM takes the form of mapping input space into 
higher dimensional space. The hyperplane is a 
linear pattern that provides maximum distinction 
between decision classes with a maximum 
margin [77]. 
 
2.7 Genetic Algorithm (GA) 
 
Genetic Algorithm (GA) is one of the evolutionary 
algorithms is an algorithm for heuristic stochastic 
search. It was a strong tool for optimization, 
searching and machine learning because GA has 
good worldwide search capacity and can learn 
the near-optimal solution without the gradient 
knowledge of error functions. The convergence 
of evolutionary algorithms and artificial neural 
network draws much greater interest and forms 
an area called evolutionary neural networks [78]. 
Since Genetic Algorithm research has been very 
active in recent years, a lot of useful conclusions 
and results have been obtained and some of 
them have been applied successfully [79]. 
 

3. RELATED WORKS 
 
Rostom and Fijri, [80] Proposed a method 
spherical k-mean algorithm in addressing 
computational efficiency in terms of quality, 
resolution, and procedure determination. the 

authors used modified spherical k-mean cluster 
to breast cancer Coimbra data collection, from 
UCI machine learning into several clusters, by 
using kernel radial base function (RBF) with 
sigma by internal product measures in spherical 
k-mean. The highest spherical k-mean kernel 
accuracy (SPKM) results in a clustering 
approach with radial base nucleus (RBF) in the 
Coimbra Dataset (BCC) for breast cancer is 
equivalent to 72.41%. And when a kernel is 
applied to the spherical k-means, the precision 
results are stable. and faster from the use of 
spherical k-means. However, spherical k-mean 
achieve greater accuracy in high data training 
numbers, while kernel spherical k-means in a few 
data training numbers achieve high accuracy. 
For the Coimbra dataset classification of breast 
cancer, the kernel spherical k-means is a good 
classifier.  This technique will allow medical staff 
to easily identify breast cancer data to predict it 
faster. 
 
Assir et al., [81] Presented to use of k-means 
clustering and genetic algorithm for each 
mammogram by use of Computer-Aided 
Diagnosis (CAD) systems that enable diagnostic 
accuracy to be improved by reducing the number 
of false-positive and false-negative methods. To 
help radiologists make the right choice by 
showing them the possibly suspicious area 
region to early detect cancer detection. 
Approximately 30% of breast lesions are 
overlooked screenings during mammogram 
image screening so, the CAD help to the pre-
processing step aims to restrict the ROIs contrast 
improvement of the ROIs contained in the first 
phase using the "adaptive local gray level 
transformation based on variable curve" 
technique. Finally, The ROIs are segmented 
using k-mean clustering to optimize the effects of 
each step, with the genetic algorithm performing 
both the method of contrast enhancement and 
the method of segmentation. 
 
Lin and Ji., [82] Proposed to use a k-mean 
cluster and hybrid algorithm. to show that the 
hybrid algorithm can correctly cluster the data 
sets, and the performance of the hybrid algorithm 
model is better compared to the K means model 
and SOM neural network model in clustering 
accuracy and computation speed. The high 
complexity and low precision of the SOM neural 
network algorithm and the weakness of the K-
means clustering algorithm are due to the need 
to measure the number of advanced clustering 
centers and randomly pick initial clustering 
centers. In this review, the authors proposed a 
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hybrid algorithm combining K-means and the 
neural network of SOM to provide low complexity 
and high accuracy. For early breast cancer 
detection, to save woman lives. 
 

Aswathy and Jagannath, [26] Suggested that a 
comparison of Three machine learning 
algorithms, the clustering k-means, the active 
contour model (ACM), and the clustering 
algorithm fuzzy c-means. To demonstrate the 
efficiency of these three segmentation 
algorithms, the experimental assessment uses 
different quantitative tests. To classify medical 
images into benign and malignant, by using a 
support vector machine classifier. The primary 
aim of this research is to improve the precision of 
breast cancer detection using a computer-aided 
approach to diagnosis. The overall segmentation 
precision of the k-mean cluster algorithm is 93%.  
Other efficiency metrics are also superior. The 
automated classification of breast cancer images 
is based on GLCM features in the SVM model 
and achieves 91.1% accuracy. In this study, the 
SVM classification strategy proposed also 
enables high sensitivity to be achieved. 
 

Çiklaçandir et al., [83] Proposed a method to 
help the doctor diagnose a lesion in breast 
cancer. Ultrasonography is the imaging method 
used to detect breast cancer. The authors used a 
k-mean clustering algorithm with three separate 
filters the Median, Laplace, and Sobel, for early 
diagnosis. They checked the system for 2×2, 
4×4, 8×8, 1×4, 1×8, 4×1, 8×1 partition. The 
Median filter provided the best result, based on 
average precision values. Without the filter, near 
average accuracy rates to the median are also 
obtained. and the lowest overall accuracy for the 
Laplace and Sobel filters. Compared to the other 
six types of partitioning. 8x8 partitioning offers 
the highest clustering precision. Furthermore, the 
4x4 partitioning is presented a second-high 
accuracy score on average, which is similar to 
8x8 partitioning as well. The result suggests 
using the 8x8 partitioning median filter to get the 
best result. 
 

ROY1 et al., [84] Worked using three techniques 
applied on the MRI scanned image of a breast 
tumor, saliency mapping, and k-means clustering 
then color space segmentation. the segmentation 
techniques used, the "salient" or most essential 
part of the picture is detected in salient mapping 
was clearly but it also segmentation the noise 
section, this algorithm specifically detects the 
tumor part, the clustering of k channels in k-
means to segment the image and detect the 
cancer mass, but also segments the noise part 

as well. they separated the images based on 
color spacing segmentation and mask the outer 
contours. The obtained output image has high 
clarity in color spacing. Over these segmentation 
methods, breast cancer is detected, and color 
spacing segmentation is the best method among 
the three types as it illustrates images with less 
error and more consistency. 
 
Velmurugan et al., [85] Presented a comparative 
study of the two current partitioning clustering 
algorithms and a hybrid clustering algorithm. 
Verification of findings using classification 
algorithms using their accuracy. In this work, they 
use 310 images, which include three types 
regular benign and malignant to detect cancer 
parts from the mammogram. The clustering and 
classification algorithm performance was carried 
out based on tumor detection, cluster quality, and 
other parameters. Some of the well-known 
classification algorithms, like the clustering 
algorithm k-Means, FCM, and MCA. Were used 
to find the accuracy of outcomes. The MCA 
algorithm was best than the other two algorithms. 
The accuracy was checked by algorithms of 
classification J48, JRIP, via its numerous 
success metrics, SVM, Naive Bayes and CART 
Among the classification algorithms, the 
accuracy of CART was found to be higher than 
the other algorithms. Finally, the result shows 
that helpful for doctors and radiologists to identify 
the region of the breast affected by cancer. 

 
Lbachir et al., [86] Presented a method for early 
detection of breast cancer to save a woman's 
life. They proposed to use global thresholding 
and k-mean cluster algorithms in mammogram 
images to extract suspected lesions, this involves 
first performing a coarse segmentation (ROI) to 
give an initial region of interest. Then, a fine 
segmentation is performed using modified k-
means, based on the image histogram.  The key 
inputs are the automatic selection of the number 
of and the original centroids using a histogram 
peak analysis algorithm. The algorithm was 
checked on 170 mammograms in the MIAS 
dataset. The experimental findings show that the 
proposed solution methods help to give high 
accuracy of mammography for lesion detection. 
 
Karthiga and Narasimhan, [87] Presented to 
overcome the difficulty of a breast cancer 
diagnosis. and for accurate and early diagnosis, 
they proposed an automated diagnosis using the 
k-mean cluster algorithm that is used in this work 
for cell nuclei segmentation, and Discrete 
Wavelet Transform (DWT) then a segmented 
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image is added to it. One of the different 
wavelets used in this paper is Coiflets which has 
scaling functions with moments of vanishing. 
They used (BreakHis) The Histopathological 
Images of Breast Cancer dataset inside it. The 
outcome of the proposed procedure of SVM 
gives that result with an accuracy of 93.3% in 
linear SVM, 92.7% in quadratic SVM, and 91.3% 
Fine Gaussian SVM. The linear SVM presented 
the best result and highest accuracy. 
 

Dallali et al., [88] presented the performance of 
two techniques, K-means and Otsu thresholding, 
for the image segmentation is a basic task that 
tests the performance of high-level image 
treatment criteria for image treatment to in 
estimating the survival rate and life expectancy of 
patients with breast cancer, The experimental 
results, the ROC curve analysis and according to 
the AUC, calculation show that the Otsu 
thresholding algorithm is less erroneous and it 
provides optimum performance with 98.83%, 
85.27% and 99.31% the accuracy, sensitivity and 
specificity, respectively.  
 

Singh and Srivastava, [89] Proposed measures 
include the cropping of a mammogram to find the 
region of interest (ROIs), extraction of 
characteristics using the full local binary pattern 
based on wavelet (W-CLBP) and K-mean 
clustering. Strong texture features of the 
mammogram are captured from two 
decomposed level ROI Dimensional Discrete 
Wavelet Transform (2D-DWT) to all detailed 
coefficients using CLBP (LH, HL, and HH). 
Accordingly, K-means generates the clusters 
based on this texture similarity of mammograms, 
and query mammogram features are matched 
with all cluster members to find the nearest 
cluster. Finally, using the Euclidean distance 
similarity measure, images from this nearest 
cluster are retrieved. Therefore, the query 
mammogram is only searched in a small sub-set 
at the search time based on the cluster size, 
suggesting a superior response fast time with 
good accuracy performance. Benchmark (MIAS) 
database tests confirm that the suggested 
solution has a greater say in terms of four other 
variants of texture features. The result showed 
the structure outperforms suggested for W-CLBP 
with clustering of K-means. 
 

Samundeeswari et al., [90] Proposed a variant by 
combining ACO and the regularization parameter 
of K-mean. proposed to use regularized K-Mean 
(ReKM) method yields better low-error PRI 
values for the BUS images dataset to detect the 
lesion component for further diagnosis of breast 

cancer than the clustering method. The result 
showed good segmentation with the use of K-
mean clustering show a 96% PRI value and 4% 
boundary displacement error. The proposed 
method is intended to be part of the CAD system 
to help define the lesion portion for further 
diagnosis of breast cancer. 
 

Prakash et al., [91] Presented three 
segmentation techniques K-Means, Fuzzy C- 
Means (FCM), and Gaussian Mixture Model - 
Expectation-Maximization (GMMEM) to segment 
and compare the infrared images. These 
techniques are used to classify cancer tissues by 
conversion of color space from RGB to L*a*b* to 
enhance the color analysis for the classification 
of images into benign and malignant cases. the 
result shows that the segmentation of the FCM 
gives a good indication and accuracy of the 
disease, but the drawback of K-means 
segmentation is that, in some cases, it results in 
empty clusters. 
 

Okur et al., [92] Suggested the standard K-
Means algorithm with the Ant Colony 
Optimization. To enable experts or radiologists to 
find the cancer area with computer assistance, 
segmentation was attempted on digital 
mammography images. In addition to 
conventional methods of segmentation with 
MIAS dataset, the method proposed is aimed to 
enhance early detection of the lesion portion for 
early diagnosis of breast cancer. 
 

Jamal et al., [93] Presented a comprehensive 
study on WBC datasets for dimensionality 
reduction. that dimensionality reduction using 
PCA and K-Means cluster for Breast Cancer 
Prediction article has shown that the number of 
breast cancer classification features from the 
original WBC data set can be reduced by 
extracting best features, namely transforming 
original data using decomposition of the main 
component eigenvector and also using the 
clustering technique of K-means, based on the 
Euclidian distance from each cluster centroid, the 
feature extraction of the function is done by 
converting data from the original dimension to a 
new dimension. The metric calculation shows 
that the reduction in dimensionality using the K-
means cluster is almost as good as the PCA with 
at least two clusters with a reduced number of 
features. Using only one cluster in k-means 
clustering yields an incorrect true positive rate 
classification model sensitivity. The most 
important indicator for the early detection of 
breast cancer is sensitivity, as defined the 
proportion of breast cancer patients correctly. 
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Table 1. Summary of the reviewed papers 
 

Ref. Year Dataset Techniques Pros Cons Result and Accuracy 
[80] 
 
 

2020 
 

Breast Cancer 
Coimbra 

o Spherical k-
means 

o Kernel-
Spherical k-
means 

 

This technique will allow 
medical staff to easily 
identify breast cancer to 
predict it faster and give 
higher accuracy. 

Spherical k-means 
need the high number of 
data training to get high 
accuracy. 

The result shows that without 
kernel data Training 80%, time 
0,16s, and Accuracy 81,82%.  
But with kernel data training 
20% and 60%, time 0,89s, and 
Accuracy 72,41% 

[81] 
 
 

2020 Mammogram 
images 

 
o K-means 
o Genetic 

The development of CAD 
systems helps to increase 
breast cancer detection by 
radiologists and to reduce 
the number of false-negative 
medications. 

The system needs to be 
more accurate in 
automatic classification to 
detect the type of 
abnormality. 

In this paper the result with 
specific that CAD improves 
sensitivity by 21% and reduce 
the number of false-negative 
products 5% to 15%. 
90% accuracy. 

[82] 
 
 

2020 Wisconsin 
Breast Cancer 
UCI 

 
o K-means 
o SOM hybrid 

algorithm 

K-means are helpful for 
comprehension and simple 
calculation. The SOM neural 
network reflects all points 
with high precision. 

Still need more iterations 
and reduce the time to get 
the result faster and more 
accuracy 

Improved overall performance in 
accuracy and running with time 
4,62s, and Accuracy 95%. 

[26] 
 
 

2020 UCSB 
Images 

 
o K-means 
o ACM 
o Fuzzy c-

means 
o SVM 
 

Improve the accuracy of a 
breast cancer diagnosis with 
a computer-aided support 
approach to diagnosis. And 
It is useful to decrease 
image noise amplification 

Using k-means give 
higher accuracy but low 
specificity, and in ACM 
give low accuracy with 
high specificity, while 
Fuzzy c-mean gives low 
accuracy and specificity 
from them 

K-mean has the maximum 
segmentation accuracy of 93%. 
And based on SVM achieved 
another accuracy of 91%. 

[83] 2019 Ultrasonography 
images 

o K-means 
o filters 

Use filters to get a more 
accurate result was a good 
advantage 
 

The accuracy increases if 
just the number of 
partitioning increased. 

The use 8x8 partitioning median 
filter to get the best result and 
accuracy of 83.33%. 

[84] 
 
 

2019 MRI images 
 

o K-means 
o Saliency-

mapping 

Algorithms were applied to a 
scanned MRI image of a 
breast tumor, and the 

K-means algorithm 
detects the tumor part, 
but often it also segments 

Color space segmentation 
illustrates an image with less 
error and better accuracy. 
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Ref. Year Dataset Techniques Pros Cons Result and Accuracy 
findings were clearly shown 
without noise 

the noise part. The 
precision of this technique 
is thus reduced. 

[85] 
 
 

2019 Mammogram 
images 

o K-mean 
o FCM 
o MCA 
o SVM 
o Naive Bayes 

CART 

The images that have been 
analyzed by k-Means, FCM 
.and the MCA helped to 
identify the affected breast 
cancer area early on. 

The time taken to analyze 
the images was high and 
with many images’ 
dataset 

CART gives the best accuracy of 
92.30% SVM 87.95% 
NAÏVE BAYES has 84.28% 
JRIP 82.60%  J48 has the least 
accuracy of 75.58% 

[86] 
 
 

2018 Mammogram 
from MIAS 

o K-means 
o Otsu 

thresholding 
 

The method proposed 
proved effective with 
pictures Database for MIAS. 
They give good results. 
 

It needs to reduce the 
false positive per image 
FPPI to give good results. 

The results show that the 
proposed methods are easy and 
achieves 92.93% high sensitivity 
with a decrease in 1.98 of FPPI 
with high accuracy. 

[87] 
 
 

2018 BREAKHIS  
o K-means 

clustering 
o SVM 
 

Use technique SVM 
because even with large 
numbers of input data fast 
training and input images 
can be labelled as benign or 
malignant using the 
extracted features 

The higher time takes to 
analyze the images. 
 

In the case of linear SVM, the 
best result is obtained compared 
to the proposed methods, give 
an accuracy of 93.3%. 

[88] 
 
 

2018 Mammographic 
Images 

 
o K-means 
o Otsu 

thresholding 

To segment the 
mammographic images, 
they used the Otsu 
thresholding algorithm and 
applied a morphological 
operator to avoid the small 
noise to reduce false 
positives. 

For further diagnosis, the 
technique does not 
identify all the suspect 
areas. 

The ROC curve analysis and the 
AUC calculation show that with 
98.83% 85.27% and 99.31% 
accuracy, sensitivity, and 
specificity, the Otsu thresholding 
algorithm is less erroneous and 
provides optimum performance. 

[91] 2017 infrared images  
o K-means 
o FCM 

Improve color analysis for 
classification of images into 
benign and malignant cases 
in early stage 

K-Mean’s segmentation 
results in empty clusters 
in some cases. 

The result of FCM segmentation 
provides a good indication of the 
disease, with high accuracy. 
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4. DISCUSSION 
 
Table 1 presents the summary of the reviewed 
papers. The mammography imaging module 
datasets have been utilized in the studies that 
are proposed by [81,85,86,88] for detecting the 
breast cancer. They utilized clustering algorithms 
specially K-means with many other algorithms for 
medical images analysis. The ultimate aim is to 
improve the diagnosis accuracy that helped the 
radiologists make the right decision to detect 
cancer in the early stages. In other studies, like 
in [80], they explained the kernel spherical k-
means is a strong classifier for the Coimbra 
dataset classification of breast cancer, and when 
adding a kernel to the spherical k-means 
improved the training rate of 20%-60% gave an 
accuracy of 73.41% within 0.89 seconds. This 
technique enable the doctors to easily identify 
breast cancer to predict it faster. In [82] the 
authors proposed a hybrid algorithm combining 
k-mean clustering and SOM neural network to 
provide low complexity and high precision. 
Performance for the early breast cancer 
detection that depended on Wisconsin Breast as 
a data set. In [86,88] To extract suspected 
lesions, the authors suggested applying global 
thresholding and K-means algorithms to 
mammogram images. It used segmentation 
(ROI) to offer an initial region of interest, using 
modified k-means to perform a fine segmentation 
based on the images. These experimental results 
show that the proposed method outperforms 
other methods of mammography. For this study, 
they achieved the best result with the highest 
accuracy in real-time. The study of [26] Three 
machine learning algorithms, such as the k-
means clustering, active contour model (ACM), 
and fuzzy c-means clustering algorithm, should 
be used for comparison. To demonstrate the 
efficiency of these three segmentation 
algorithms, the experimental assessment uses 
different quantitative tests to classify images into 
benign and malignant classifier with the highest 
accuracy. Additionally, [87] proposed an 
automated diagnosis also using the k-means 
clustering that is used in this work for cell nuclei 
segmentation, and DWT (Discrete Wavelet 
Transform) is applied to the segmented images 
that can classify breast cancer into benign or 
malignant. In [83] presented to use three different 
types of filters Median, Laplace, and Sobel were 
performed, for early diagnosis, The Median filter 
gave the best results and the 8x8 partitioning 
offers the highest clustering precision. The 
results suggest that these techniques are 
effective in the early prognosis especially in [82] 

has got higher results compared to other 
techniques, and can help to increase the early 
detection of breast cancer in the next years. 
 

5. CONCLUSION 
 
Breast cancer is one of the main causes of death 
among women worldwide, this review paper 
presents the studies that reveal the effectiveness 
of medical images that are used for the detection 
of breast cancer. Also, it demonstrates the 
benefits and drawbacks of conventional medical 
imaging techniques such as mammography and 
ultrasound, as well as some new imaging 
techniques, in order to increase diagnosis 
accuracy and assist radiologists in making the 
right decision.  This study relied on the use of k-
mean clustering and classification techniques, 
which provide the most accurate results and 
reduce the number of false positives per picture 
(FPPI). The findings show the clustering 
techniques with classifier techniques that are 
used in medical images will make it easier for a 
doctor to diagnose breast cancer at an early 
stage to identify the total area affected by cancer, 
and these techniques are more effective in early 
prognosis than other techniques, and that they 
may help to improve early detection of breast 
cancer in the coming years. 
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